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Abstract. In this paper we study fusion baselines for multi-modal
action recognition. Our work explores different strategies for multiple
stream fusion. First, we consider the early fusion which fuses the differ-
ent modal inputs by directly stacking them along the channel dimen-
sion. Second, we analyze the late fusion scheme of fusing the scores from
different modal streams. Then, the middle fusion scheme in different
aggregation stages is explored. Besides, a modal transformation module
is developed to adaptively exploit the complementary information from
various modal data. We give comprehensive analysis of fusion schemes
described above through experimental results and hope our work could
benefit the community in multi-modal action recognition.
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1 Introduction

With the rapid development of deep learning, there has been tremendous
progress in computer vision [9,11,13]. The two-stream network [17] makes
remarkable contribution for action recognition, by fusing the results of spa-
tial and temporal streams, and achieves good performance on popular action
recognition benchmarks. However, it still remains confusing whether combining
different modalities on the final results as two-stream is the best choice. Recently,
Spatiotemporal Multiplier Networks [5] investigate the middle connections in the
two-stream architecture. The connections in their work are straightforward and
their method only considers RGB and optical flow data. With the development
of depth cameras, depth and other modal data become more available, which are
able to provide clues for action recognition from other perspectives [14]. How-
ever, there is a lack of exploration of generic multi-modal fusion schemes. Thus,
in our paper, we rethink various fusion schemes and design sufficient experiments
to give some insights in the multi-modal fusion.

We conduct a general research on the fusion baselines for multi-modal human
action recognition. We consider aggregating modalities in different levels, i.e.,
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(a) Early fusion (b) Middle fusion (c) Late fusion

Fig. 1. The architectures of different multi-modal fusion schemes with ResNet101 as
backbone (From left to right, early fusion, middle fusion and late fusion). Note that
the input modalities are not limited in the above two modalities. We will explore more
different modalities in the following.

early fusion, middle fusion and late fusion. In the early fusion, we stack differ-
ent modalies together as a single input which is the most straightforward and
easiest way to fuse different modalities. Next, we explore the late fusion scheme
which directly fuses the softmax scores of different modal streams. Finally, the
middle fusion is presented which combines multi-modal data in the feature level.
We systematically explore various stages of middle fusion and propose a modal
transformation module in adaptive middle fusion. Our networks for different
fusion methods are based on ResNet101 [7] and the architectures of our different
fusion schemes are illustrated in Fig. 1.

Our contributions are listed as follows:

– We conduct a thorough investigation on various fusion baselines which aggre-
gate multiple modalities in different levels.

– We adopt deep ablation analysis of different fusion stages for middle fusion
method. Sufficient experiments are conducted and discussed to compare dif-
ferent fusion methods with multiple modalities.

– We further propose a novel modal transformation module for middle fusion
method, leading to a more efficient model combination over existing simple
middle fusion methods.
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2 Related Work

Pioneer video-based action recognition research mainly focuses on crafting fea-
tures from videos, such as Motion Boundary Histograms [2], Histograms Of
Flow [12], subsequent Dense Trajectories [22], and Improved Dense Trajecto-
ries [23].

Since videos are sequential data which contain plenty of temporal informa-
tion [10], the key point of video action recognition is how to model temporal
dynamics. Derived from Recurrent Neural Network (RNN), Long Short-Term
Memory (LSTM) network has the ability to capture long-term and short-term
information [6,20]. It is natural to employ LSTM to model these sequential
data [3,15,19]. Meanwhile, CNN architectures are also proved useful in the
video-related task. The C3D network [8,21] is widely applied because of its 3D
convolution, which can simultaneously catch spatial and temporal information.

The most relative work to ours is two-stream [17] structure, which parallelly
processes the spatial and temporal streams and fuses their prediction scores.
Lately, Spatiotemporal Residual Networks [4] extend the original two-stream
approach by building middle connections. To further understand how the inter-
action works, Spatiotemporal Multiplier Networks [5] provide a systematic inves-
tigation on the middle fusion in residual connections based on ResNet50 and
ResNet152 [7]. In contrast to previous efforts which only consider RGB and
optical flow, we take a step further and conduct a comprehensive exploration on
various multi-modal fusion schemes, taking RGB, optical flow and depth infor-
mation into account. Besides, a modal transformation module is proposed to
achieve a more efficient modal combination.

3 Exploring Different Multi-modal Fusion Schemes

In this section, we investigate different fusion schemes for action recognition.
We fuse the multi-modal data from input level, score level and feature level,
respectively, which corresponds to early fusion, late fusion and mid fusion.

We use ResNet101 [7] as our backbone. ResNet101 is a fully convolutional
architecture, with a chain of residual units. Each residual unit consists of closely
linked 1 × 1 and 3 × 3 convolutions and is equipped with additive skip con-
nections. In the end of the ResNet101 there is an average pooling and a fully
connected layer. Fusions take place at different parts of the networks.

3.1 Early Fusion

Early fusion suggests that we fuse the multiple modalities on the input by stack-
ing them along the channel dimension. Assume there are M kinds of modalities
for action recognition and the input for the i-th modality is Ii(i = 0, ...,M − 1).
Note that Ii for different modalities should have the same spatial resolution but
may differ in the number of channels. We concatenate the different modal data
as:

I = I0 ⊕ I1 ⊕ I2 ⊕ ... ⊕ Ii ⊕ ... ⊕ IM−2 ⊕ IM−1, (1)
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where I is the final input for early fusion, ⊕ indicates concatenation along chan-
nels. Early fusion is the most straightforward and comprehensive method to
combine multiple modalities. However, the multi-modal data get mixed in a
low-level manner. It might be hard for the network to extract discriminative
features for action recognition.

3.2 Late Fusion

Late fusion fuses the scores of different modal streams. Similar to two-stream, the
softmax scores from multiple streams are combined together by average fusion.
Supposing M modalities are adopted to classify N actions and the score of the
i-th modality is pi = (pi,0, pi,1, ..., pi,N−1). The final score y = (y0, y1, ..., yN−1)
and the prediction label z can be given as below:

yj =
1
M

M−1∑

k=0

pk,j , (2)

z = argmax
j

(yj), (3)

where yj indicates the score of the j-th action class (j = 0, 1, ..., N − 1).

3.3 Multiple Middle Fusion

Direct and Adaptive Connections. For simplicity, we explain the middle
fusion with two modalities, while more modalities could be introduced for middle
fusion. As illustrated in Fig. 1, we design our middle fusion networks by building
adaptive connections between different streams. A detailed schematic is proposed
as (b) in Fig. 2. W s

l,c indicates the weights of the c-th convolution layer in the
l-th residual unit and s, t represent different streams. We formulize the proposed
method as:

x̂t
l = g(xt

l), (4)

x̂s
l+1 = xs

l + f(xs
l · x̂t

l), (5)

where xs
l , x

t
l are features from the l-th layer of the two streams, respectively,

and f(·) is the residual function. In addition, we insert a general transformation,
g(·), into each connection which transforms the features adaptively for a more
sufficient fusion. As a special case, the Spatiotemporal Multiplier Networks [5]
directly fuse two modalities in which the g(·) is an identity transformation and
we call it direct connection in Fig. 2. The final results are obtained by averaging
the scores of two streams.

The middle fusion is more complicated when extending to multiple modalities
since the middle connections is directional. The number of schemes increases
when including new modalities and we design our connections according to the
involved modalities. An example will be given in Sect. 4.
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Fig. 2. An illustration of middle fusion. (a) Direct connection represents identity trans-
formation connection and (b) adaptive connection corresponds to variable transforma-
tion connection.

4 Experiments

4.1 Dataset and Settings

In this section, we evaluate the performance of the above methods with NTU
RGB+D Dataset [16] (NTU). NTU is a multi-modal dataset which is captured
indoor by Microsoft Kinect v2 cameras concurrently. It consists of 56,880 action
samples containing aligned RGB videos, depth map sequences, 3D skeleton data
and infrared videos. We adopt RGB, optical flow and depth videos for our multi-
modal action recognition. We split the videos into 40,400 training samples and
16,480 testing samples following the cross-subject rule in [16].

Implementation Details. We use ResNet101 [7] as our backbone network
structure and follow the same training schemes in Temporal Segment Networks
(TSN) [24] architecture. During training, the input images are first resized to
256 × 340 and then cropped with the specific width and height which are ran-
domly chosen from {256, 224, 192, 168}, followed by resizing to 224 × 224. The
cropping is performed on the four corners or the center of images. Since the input
channels of different modalities may differ, we follow the initialization method
in [24] to use models pretrained on ImageNet for all modalities and then modify
the weights in the first convolution layer. In the training process, we randomly
select 3 segments for each video where each segment contains one RGB image,
one depth image or stacked optical flow frames. To speed up the testing pro-
cess, we average the results of 3 segments for each video to obtain the final
results. Note that when comparing to the state-of-the-art methods, we average
the results of 25 segments for a fair comparison.

For middle fusion, we proceed in two steps during training. We first inde-
pendently train each modality and then insert our adaptive connections among
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different streams. Finally, the connected networks with different modalities are
optimized jointly with cross entropy losses. We propose the adaptive connection
in Sect. 3. In the experiments, we apply a 1×1 convolution layer as the adaptive
transformation which is expected to lead to a more efficient fusion.

Table 1 shows the classification results with a single modality. This demon-
strates the importance of motion information in action recognition. The perfor-
mance from different modalities also reveals that different modalities may have
complementary information and the fusion could achieve better results.

Table 1. Results with a single modality on the NTU dataset in accuracy (%).

RGB Flow Depth

Acc. (%) 83.87 92.02 85.23

4.2 Middle Fusion Stage Exploration

Since ResNet101 has four stages of convolution blocks, we conduct an exploration
experiment to investigate where to append the middle connections. For each
stage, ResNet101 has multiple residual units and we link the second residual
unit for middle connection. We first compare the results of appending one middle
connection in each stage, respectively, and then apply four connections for all
stages. Here we apply the experiment based on the direct connections.

The results are in Table 2. With the fusion stage changing from 1 to 4, the
result is continuously increasing and we achieve the best performance when
appending all connections. This indicates that our middle fusion method could
benefit from different levels of feature fusions. Therefore, in the following exper-
iments, we apply connections in all four stages.

Table 2. Results for different stages of connections in middle fusion with direct con-
nections on the NTU dataset.

Stage1 Stage2 Stage3 Stage4 Acc. (%)
√

- - - 93.83

-
√

- - 93.93

- -
√

- 94.07

- - -
√

94.29√ √ √ √
94.37
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Fig. 3. Connections for middle fusion with RGB, optical flow and depth data.

4.3 Comparisons for Different Fusion Methods

Fusion of Multiple Modalities. It is easy to extend early fusion and late
fusion to more modalities. However, the connections are directional for middle
fusion. For two modalities, we follow the connection direction in [5] to construct
connections from optical flow to RGB. For three modalities, we append adaptive
connections from optical flow to RGB and depth at the same time, as illustrated
in Fig. 3.

We conduct fusion experiments among all the combinations and fusion meth-
ods above. The results are summarized in Table 3. From the results, we can find
that:

1. The results of early fusion are even worse for those with single modal data.
For example, the combination of RGB and optical flow by early fusion is
inferior to optical flow. We attribute this to the high complexity of the early
fusion input. It is hard for the network to extract discriminative features for
the task of action recognition.

2. Comparing the direct connection and the adaptive connection for middle
fusion, the latter has better performance among all the combinations. This
demonstrates that our proposed model is able to achieve a more sufficient
fusion by transforming the features adaptively.

3. Experimental results show that late fusion performs better than direct connec-
tions. It is mainly because the middle fusion network with direct connections
suffers from overfitting. Nevertheless, our middle fusion by adaptive connec-
tions achieve better performance than late fusion, illustrating the effectiveness
of our modal transformation module.

4. The combination of depth and optical flow is even superior to the three modal-
ities. We ascribe the confusing result to the considerable noise as we only
select 3 segments for the test. Once we average the results of 25 segments,
our model achieves the best performance with the three modalities in Table 4.
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Table 3. Results of different fusion methods with multi-modal data on the NTU
dataset in accuracy (%).

RGB Flow Depth Early Late Direct connections Adaptive connections
√ √

- 89.77 94.45 94.37 94.62√
-

√
80.63 87.99 87.16 88.14

-
√ √

89.29 94.98 94.47 95.03√ √ √
82.49 94.98 94.53 94.98

4.4 Comparisons with the State-of-the-Art Methods

We compare our method with current state-of-the-art models. For a fair compar-
ison, we mark the modalities employed in each method. Table 4 shows that our
method outperforms other methods using the same or fewer modalities. With
the three modalities, our model achieves the best result.

Table 4. Comparisons with state-of-the-art methods on the NTU dataset in accuracy
(%).

Methods Skeleton RGB Flow Depth Acc. (%)

STA-LSTM [18]
√

- - - 73.4

VA-LSTM [25]
√

- - - 79.4

P-CNN [1] -
√ √

- 53.8

TSN (BN-Inception) [24] -
√ √

- 88.5

Chained MT [26]
√ √ √

- 80.8

Late fusion -
√ √

- 94.8

Late fusion -
√ √ √

95.2

Adaptive connections -
√ √

- 95.2

Adaptive connections -
√ √ √

95.5

5 Conclusion

In this paper, we investigate different fusion baselines for multi-modal action
recognition. We explore early fusion, middle fusion and late fusion, respectively,
which aggregate the multi-modal data from different levels. A modal transforma-
tion module is proposed to help effectively utilize the complementary information
and improve the action recognition results. Analysis shows that our modal trans-
formation module with adaptive connections has the best performance among
all the fusion methods. We hope the insights from this work could encourage
further research in multi-modal action recognition.
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